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Question 1

(the simplex method)

Consider the following linear program:

maximize z = x1 + 4x2,

subject to x1 + 3x2 ≤ 8,

2x1 + x2 ≥ 4,

x2 ≥ 0.

a) Solve the problem using phase I and phase II of the simplex method.(2p)

Aid: You may utilize the identity(
a b
c d

)−1
=

1

ad− bc

(
d −b
−c a

)
.

b) If an optimal solution exists, then use your calculations to decide whether it is(1p)
unique or not. If the problem is unbounded, then use your calculations to specify
a direction of unboundedness of the objective value.
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Question 2(3p)

(necessary local and sufficient global optimality conditions)

Consider and optimization problem of the following general form:

minimize f(x), (1a)

subject to x ∈ S, (1b)

where S ⊆ Rn is nonempty, closed and convex, and f : Rn 7→ R∪{+∞} is in C1 on S.

Prove the following two propositions.

Proposition 1. If x∗ ∈ S is a local minimum of fover S then it hold that

∇f(x∗)T(x− x∗) ≥ 0, x ∈ S. (2)

Proposition 2. Suppose that f is convex on S. Then

x∗is a global minimum of f over S ⇐⇒ (2) holds.

Question 3

(Unconstrained optimization)

Consider the following optimization problem where the objective is to

minimize x21 + 6x1x2 + x22,

subject to x ∈ R2.

Let x0 = (7, 7)T

a) Start at x0 and perform one step of Levenberg–Marquardt method with an(2p)
Armijo line search, using the multiplier γ = 6, the fraction requirement µ = 0.8.

b) For this problem, will Levenberg–Marquardt method converges to a global opti-(1p)
mal or not?
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Question 4

(KKT conditions)

For the set described by the system (1) Abadie’s CQ holds, but what about the following
constraint qualifications?

S :=

x1, x2 ∈ R

∣∣∣∣∣∣∣∣∣
(x1 − 1)2+x22 ≤ 1

(x1 + 3)2+(x2 − 4)2 ≥ 25

(x1 + 3)2+(x2 + 4)2 ≥ 25

x2 ≤ 2

 (1)

a) Show whether the affine CQ is satisfied or not.(1p)

b) Show whether the Slater CQ is satisfied or not.(1p)

c) Show whether the LICQ is satisfied or not at the point x̄T = (0, 0).(1p)

Question 5(3p)

(modelling)

IT-support have grown tired of purchasing computer hardware with employee–specific
performance requirements, and wishes to be aided in the decision. A computer consists
of six essential components: motherboard (MB), power supply unit (PSU), CPU, GPU,
RAM, and harddrive (HD). There exist several models (variants) of each component
and the problem is to choose a variant for each component. For two of the components
the choice of variant needs to be taken with extra care. First, each variant of the MB
has a specific interface, making it incompatible with some variants of other components.
Thus, a variant of MB cannot be used with some variants of other components. Second,
the PSU distributes power to all other components of the computer. Hence, the power
capacity of the PSU must exceed the total power usage of all other components. Both
cost and power usage of each variant of a component, are known parameters. Only
some variants of each component are considered to meet the performance requirements.
Thus, only such acceptable variants are used in the optimization problem.

State an integer linear model that minimizes the hardware cost for a single computer
by deciding the variant of each component.
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Question 6

(true or false)

Indicate for each of the following three statements whether it is true or false. Motivate
your answers!

a) In the interior penalty method we let the penalty tend to infinity.(1p)

b) The set S := {x1, x2 ∈ R |x2 sinx1 ≥ 0, x22 + x31 ≤ 27, x2 ≥ 0, x1 ≥ −3 } is con-(1p)
vex.

c) There exists a convex problem on the form minx∈R4 f(x) subject to gi(x) ≤ 0,(1p)
i = 1, . . . , 3, with an optimal primal solution x∗, and Lagrangian multiplier vector
µ∗, such that

x∗ =


3
4
7
5

 , µ∗ =

0
1
0

 , g(x∗) =

−1
−2
−8

 .

Question 7(3p)

(linear programming duality)

Consider the following two polyhedral sets corresponding to the feasible sets of a pair
of primal-dual linear programs:

X = {x ∈ Rn | Ax ≥ b, x ≥ 0 },
Y = {y ∈ Rm | ATy ≤ c, y ≥ 0 }.

Prove that if both sets X and Y are non-empty, then at least one of them must be
unbounded.
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Question 1

(the simplex method)

a) Rewrite the problem into standard form by letting x1 := x+1 − x−1 and adding(2p)
slack variables s1 and s2 to the left-hand side in the first and second constraint,
respectively. Moreover, let z := −z to get the problem on minimization form.
Thus, we get the following linear program:

minimize z =−x+1 + x−1 − 4x2,

subject to x+1 − x−1 + 3x2 + s1 = 8,

2x+1 − 2x−1 + x2 − s2 = 4,

x+1 , x−1 , x2, s1, s2 ≥ 0.

Introducing the artificial variable a, phase I gives the problem

minimize w = a,

subject to x+1 − x−1 + 3x2 + s1 = 8,

2x+1 − 2x−1 + x2 − s2 + a = 4,

x+1 , x−1 , x2, s1, s2, a ≥ 0.

Using the starting basis (s1, a)T gives

B =

(
1 0
0 1

)
,N =

(
1 −1 3 0
2 −2 1 −1

)
,xB =

(
8
4

)
, cB =

(
0
1

)
, cN =


0
0
0
0

 .

The reduced costs, c̄TN = cTN−cTBB−1N , for this basis is c̄TN =
(
−2, 2, −1, 1

)
,

which means that x+1 enters the basis. The minimum ratio test implies that a
leaves.

Thus, we move on to phase II using the basis (s1, x
+
1 )T , and

B =

(
1 1
0 2

)
,N =

(
−1 3 0
−2 1 −1

)
,xB =

(
6
2

)
, cB =

(
0
−1

)
, cN =

 1
−4
0

 .

The new reduced costs are c̄TN =
(
0, −3.5, −0.5

)
which means that x2 enters

the basis. The minimum ratio test implies that s1 leaves.

Updating the basis, now with (x+1 , x2)
T , gives

B =

(
1 3
2 1

)
,N =

(
−1 1 0
−2 0 −1

)
,xB =

(
0.8
2.4

)
, cB =

(
−1
−4

)
, cN =

1
0
0

 .
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The new reduced costs are c̄TN =
(
0, 1.4, 0.2

)
. Since the reduced costs are all

non-negative, the current BFS is optimal. Returning to the original variables,
we obtain (x1, x2) = (0.8, 2.4)T as the optimal solution and −10.4 as the optimal
value.

b) In the optimal BFS, the reduced cost corresponding to x−1 is zero. Therefore,(1p)
we can let x−1 enter the basis without changing the objective. We do not obtain
any leaving variable as minimum ratio implies that the problem is unbounded in
that direction. This is simply the increasing x+1 and increasing x−1 by the same
amount (which can be any positive number). So the problem in standard form
does not have a unique optimal solution. But the problem formulated in the
original variables does since all these solutions correspond to (8, 0)T , that is due
to the reduced cost for x2 and s1 is positive. Replacing one free variable with two
positive variables always implies that each solution is non-unique in the sense
described above.

Question 2(3p)

(necessary local and sufficient global optimality conditions)

See Propositions 4.22 and 4.23 in the book.

Question 3

(Unconstrained optimization)

a) Set f(x) = x21+6x1x2+x22, the Hessian is ∇2f(x) =

[
2 6
6 2

]
. Since the multiplier(2p)

γ = 6, we get the new matrix ∇2f(x) + γI2 =

[
8 6
6 8

]
. By [∇2f(xk) + γkI

2]pk =

−∇f(xk), we can get the search direction p0 for x0 is (−4,−4)T .To determine
the step length, we perform Armijo line search. Start from α = 1, f(x0 +αp0)−
f(x0) ≤ µα∇f(xo)

Tpk is not fulfilled. Then take α = 1/2, the inequality is
fulfilled. So x1 = x0 + αp0 = (5, 5)T .

b) Let x1 = −λ and x2 = λ, when λ → ∞, the objective function value will go to(1p)
−∞, which means the problem is unbounded, so there is no global optimal. So
Newtons Levenberg-Marquardt method can’t converge to a global optimal.
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Question 4

(KKT conditions)

a) Affine CQ doesn’t hold since by definition it only applies to affine constraints.(1p)

b) Slater CQ requires inequality constraints to be level sets of convex functions(1p)
g(x) ≤ 0. However, g = 25− (x1 + 3)2 − (x2 − 4)2 is a strictly concave function,
this since the hessian, ∇2g(x) = −2I, is negative definte.

c) Three constraints are active in the point x̄T = (0, 0), hence the gradients of(1p)
these constraints should be linearly independent for LICQ to be satisfied. But
this is impossible since the dimension of the space is two and as the number of
active constraints is three. Could also be verified by computing the gradients
∇g1(x̄)T = (−2, 0), ∇g2(x̄)T = (6,−8), and ∇g3(x̄)T = (6, 8). Then see that
6g1(x̄) + g2(x̄) + g3(x̄) = 0, i.e., they are linearly dependent and thus viloating
LICQ.
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Question 5(3p)

(modelling) Sets, let

• K = {mb, CPU,GPU, PSU, hd}, be the set of components.

• K− = K \ {mb}.

• Mk be the set of acceptable variants for component k ∈ K.

• Pmk ⊆ Mk be the set of variants of component k ∈ K−, incompatible with
motherboard m ∈Mmb.

Parameters, let

• ckm be the cost of model m ∈Mk of component k ∈ K.

• pkm be the power of model m ∈ Mk of component k ∈ K. (PSU has negative
power)

Variables, let

• xkm be the binary choice of buying model m ∈Mk of component k ∈ K.

minimize
∑
k∈K

∑
m∈Mk

ckmxkm, (1)

s.t.
∑
k∈K

∑
m∈Mk

pkmxkm ≤ 0, (2)

xmb,m + xkl ≤ 1, l ∈ Pmk, m ∈Mmb, k ∈ K−, (3)∑
m∈Mk

xkm = 1, k ∈ K, (4)

xkm ∈ {0, 1}, m ∈Mk, k ∈ K. (5)

(1) mininmize the costs, (2) must have excess power, (3) cannot choose a model incom-
patible with the MB, (4) each component needs to be installed, and (5) the choices are
binary.
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Question 6

(true or false)

a) False, the penalty goes to zero; allowing the optimal solution to be arbitrarily(1p)
close to the boundary of the feasible set. Letting the penalty go to infinity would
imply the original objective function redudant.

b) False, take two points x1 = (−2, 0)T and x2 = (0, 5)T , then x1 and x2 are in S.(1p)
But one convex combination of x1 and x2: 1/2 ∗ (x1 + x2) = (−1, 5/2) is not in
S, since 5/2 ∗ sin(−1) < 0.

c) False, complementary slackness conditions are not fulfilled (µ∗2g2(x
∗) = −2 6= 0).(1p)

Question 7(3p)

linear programming duality Suppose, for example, that X is bounded. Then, there exists
a bounded optimal solution for every value of the coefficient vector c. Therefore, its
dual must also have bounded optimal solutions for every value of c. It then follows
that the dual problem must have feasible solutions for every c. Consider the cone

C := {y ∈ Rm | ATy ≤ 0, y ≥ 0}.

By the Representation Theorem, the set Y is bounded if and only if C contains only
the zero vector. Since the dual problem must have feasible solutions for every c, choose
c = −e, where e if the m-vector of ones. Then we have that the set

{y ∈ Rm | ATy ≤ −e, y ≥ 0},

is non-empty. Clearly, any of its members are non-zero, and moreover they belong to
the cone C. Hence, C does not only contain the zero vector, ans so Y is unbounded.

The case when one assumes that Y is bounded is treated similarly.


