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Tentamentsskrivning i Statistisk slutledning MVE155/MSG200, 7.5 hp.

Tid: 17 mars 2020, kl 14.00-18.00
Examinator och jour: Serik Sagitov, tel. 031-772-5351
CTH: för “3” fordras 12 poäng, för “4” - 18 poäng, för “5” - 24 poäng.
GU: för “G” fordras 12 poäng, för “VG” - 20 poäng.
Inclusive eventuella bonuspoäng.

This is a home-written exam.
The examination must be conducted individually, that is, cooperation is not allowed.
You have 4 hours to complete the exam. Solutions are written on paper, or digitally on a digital

writing pad if you have access to it. Never write more than one task on each sheet. After 4 hours,
you have 30 minutes to scan / photograph your solutions and organize and submit your solutions
according to one of the following ways in order of priority:

1. A single pdf file where the pages are arranged in the order of the questions.
2. Image files (jpg or png) or pdf files where each file contains solution to just one question

and named according to ”Question 1”, or ”Question 1 page 1”, Question 1 page 2 ”etc if there are
multiple pages to a question.

1. (5 points) Miscellaneous questions.

(a) The Oxford English Dictionary is widely regarded as the accepted authority on the English
language. It is an unsurpassed guide to the meaning, history, and pronunciation of 600,000 words,
past and present, from across the English-speaking world. Propose a statistical inference algorithm
for estimating your English vocabulary size using the online version of the Oxford English Dictio-
nary.

(b) Explain the difference between the Kruskal-Wallis and the Fridman tests referring to the
dataset

Placebo Treatment 1 Treatment 2
174 263 105
224 213 103
260 231 145
225 291 108

(c) Given that a beta posterior distribution is skewed to the right, which of the two estimates
for the population proportion would be larger: the MAP estimate or the PME estimate? Explain
by drawing a skewed posterior curve.

2. (5 points) A population consists of three subpopulations whose relative sizes are w1 = 0.5,
w2 = 0.25, w3 = 0.25. The variable of interest X, characterising a generic element of the popula-
tion, is normally distributed over each of the subpopulations. The normal distribution of subpop-
ulation i has mean µi (possibly different for different i = 1, 2, 3) and standard deviation σ which
is the same across subpopulations.

(a) In the current setting, what is the optimal allocation of 100 sample observations among
three strata for estimation of the population mean µ? Explain.

(b) Three independent samples each of size 10 were drawn from the three strata. The data
produced three sample means x̄1 = −0.3, x̄2 = 0.8, x̄3 = −0.5 and the pooled sample standard
deviation sp = 1.1. Do the data reveal a significant difference among three strata means µ1, µ2, µ3?
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(c) Suppose we know that µ1 = 0, µ2 = 1, µ3 = 2, and σ = 1. What is the variance Var(X) for
the whole population in this case?

(d) Given µ1 = 0, µ2 = 1, µ3 = 2, and σ = 1, draw a sketch depicting three subpopulation
distributions. On top of these three curves draw the overall population distribution.

3. (5 marks) A computer program has simulated two independent values (x1, x2) from a normal
distribution N(0, σ) with zero mean and unknown to you standard deviation σ.

(a) Show that

σ̂2 =
x2

1 + x2
2

2

is an unbiased estimate of the variance σ2. Would this estimate be biased if the random
variables (X1, X2) are positively correlated?

(b) The scaled estimate
2σ̂2

σ2

has a particular sampling distribution, what is it? Using the table for this distribution,
construct a formula for an exact 95% confidence interval for σ2.

(c) Show that

σ̃2 =
(x1 − x2)2

2

is also is an unbiased estimate of the variance σ2. What its relation to the sample variance
s2? Would this estimate be biased if the random variables (X1, X2) are positively correlated?

(d) Which of these two unbiased point estimates of σ2 would you prefer? Explain why.

4. (5 points) The following (ordered) 16 numbers are computer generated from N(µ, σ)

0.11 1.60 1.61 1.72
2.28 3.12 3.15 3.53
3.70 4.15 4.25 4.74
5.33 5.49 6.39 6.59

(a) Compute the inter-quartile range for this sample. In what sense this measure of dispersion
is robust against outliers?

(b) Estimate σ using the the inter-quartile range of the standard normal distribution.

(c) Sketch the normal probability plot using only lower quartiles, medians, and upper quartiles.
Explain how you did it step by step.

5. (5 points) In a political poll survey two independently chosen at random groups of voters
were asked whether they would vote for the political party P. Each person answered either yes
or no (which even includes don’t know option). Group 2, which consisted of 2000 voters, was
contacted in August 2019, while group 1, which also consisted of 2000 voters, was asked first in
August 2018 and then again in August 2019. The purpose of the survey was to compare two
population proportions:

• p1 proportion of people supporting party P in August 2018,

• p2 proportion of people supporting party P in August 2019.

The percentages of yes answers obtained by the survey were as follows
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• group 1 in August 2018: 10%,

• group 1 in August 2019: 12%,

• group 2 in August 2019: 13%.

(a) What is you best point estimate of the population proportion p2. Compute its standard
error.

(b) Find a 95% confidence interval for the difference p2 − p1. Justify the choice of the formula
you apply.

(c) Using the additional information that 200 out 2000 people in the group 1 have changed
their answers between 2018 and 2019 (either from yes to no, or from no to yes), and disregarding
the response of group 2, test H0 : p1 = p2 against H1 : p1 6= p2.

6 (5 marks) The data below show rounded-to-integer values of x = frequency (MHz) and y =
output power (W) for a certain laser configuration.

x 60 63 77 100 125 157 186 222
y 16 17 19 21 22 20 15 5

The Matlab ’regress’ command yields the following information for a quadratic regression model:

b =
-1.5127
0.3919
-0.0016

bint =
-2.9440 -0.0814
0.3678 0.4160
-0.0017 -0.0015

r =
-0.1283 0.2980 0.0089 -0.3634 0.0158 0.1968 0.0593 -0.0870

where b stands for the estimated parameters β0, β1, β2, bint gives three 95% confidents intervals,
and r gives 8 residuals. The sum of squares of the residuals is 0.2874. The sample standard devi-
ation of y is 5.3835.

(a) Does the quadratic model appear to be suitable for explaining observed variation in out-
put power by relating it to frequency? Answer by applying a relevant parametric statistical test.
What are your assumptions about the underlying statistical model? How do you verify the key
assumption?

(b) Find the adjusted coefficient of determination. What does is say?

(c) The sum of the 8 residuals is 0. Prove in the simple linear regression setting that the sum
of the residuals equals zero.

(d) Draw by hand the scatter plot for the data and then on top of the scatter plot draw the
line predicted by the quadratic model.
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Normal distribution table
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Chi-square distribution table
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Critical values of t-distribution
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NUMERICAL ANSWERS

1a. Choose at random n = 1000 English words from the dictionary and compute the proportion
p̂ of the words you knew. A good point estimate of your English vocabulary size would be

N̂ = p̂ · 600000.

1b. The assumption for the Kruskal-Wallis is three independent samples and you rank the
pooled sample

Placebo Treatment 1 Treatment 2
5 11 2
7 6 1
10 9 4
8 12 3

and the main idea is to check if the three rank averages are significantly different.
For the Fridman test the three columns are not independent since they involve four subjects

responding to the three treatments. Here the ranking is done separately by each subject

Placebo Treatment 1 Treatment 2
2 3 1
3 2 1
3 2 1
2 3 1

and the Fridman idea is (again) to see if the rank means for treatments are significantly different.

1c. Typically, a distribution skewed to the right has a mean larger than its mode. In this case,
PME > MAP.

2a. Given the three standard deviations are equal, the optimal allocation is the same as the
proportional

n1 = 50, n2 = 25, n3 = 25.

2b. We apply the one-way anova test. Using the the samples means we obtain

x̄.. = (10 · (−0.3) + 10 · (0.8) + 10 · (−0.3))/30 = 0,

SSA = 10 · ((0.3)2 + (0.8)2 + (0.3)2) = 9.8,

MSA = 9.8/2 = 4.9.

Moreover, we know that MSE = s2
p = 1.21. Thus the observed value of the F-test statistics is

F = MSA

MSE
= 4.9

1.21 = 4.05.

Turning to the table for F2,27 we find that the p-value of the test is between 2.5% and 5%. We con-
clude that the difference between the three population means is significant at 5% significance level.

2c. Using

µ = w1µ1 + w2µ2 + w3µ3 = 0.75,

σ2 = σ2 +

3∑
j=1

wj(µj − µ)2,

where

σ2 = w1σ
2
1 + w2σ

2
2 + w3σ

2
3 = 1,
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we find

σ2 = 1.69.

2d.

3a. Since µ = 0, we have

E(X2
i ) = Var(X1) = σ2, i = 1, 2,

and
E(

X2
1+X2

2

2 ) = σ2.

This is true even if (X1, X2) are dependent. The estimate σ̂2 is unbiased.

3b. The distribution in question is the chi-square distribution with two degrees of freedom.
From the table we find the 95% confidence interval to be

Iσ2 = (0.27σ̂2, 39.22σ̂2).

3c. It is easy to show that
σ̃2 = s2,

which implies that σ̃2 is also an unbiased estimate of σ2. It is not unbiased if (X1, X2) are posi-
tively correlated, σ̃2 would systematically underestimate σ2.

3d. The variance σ̃2 is twice as large as σ̂2, therefore σ̂2 is a better estimate.

4a. From the sample values we find

x̂0.25 = 2, x̂0.5 = 3.615, x̂0.75 = 5.035,

which gives IQR= 3.04. Robustness means: if we add an unusually large sample value s2 would
change dramatically, but not IQR.

4b.
3.04
1.35 = 2.25.

4c. The simplified normal probability plot is the scatter plot of three points on the plane
(2,−0.675), (3.615, 0), (5.035, 0.675).

5a. Pooling together 4000 observations for August 20019 we get

p̂2 = 0.125, sp̂2 = 0.00523.

5b. We apply the formula

Ip1−p2 ≈ p̂1 − p̂2 ± 1.96
√

p̂1(1−p̂1)
n−1 + p̂2(1−p̂2)

m−1 .

which requires independence of two samples. Therefore we use only group 1 in 2018 and group 2
in 2019

Ip1−p2 ≈ 0.10− 0.13± 1.96

√
0.1(1−0.1)

1999 + 0.13(1−0.13)
1999 = −0.03± 0.02.
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The interval does not cover zero and we conclude that the difference between p1 and p2 is signifi-
cant at 5% level.

5c. The matched pairs design results in the following observed counts

2019 yes 2019 no Total
2018 yes 120 80 200
2018 no 120 1680 1800
Total 240 1760 2000

The McNemar’s test statistic is
(120−80)2

120+80 = 8.

Taking the square root of 8 and using the normal distribution table we find the p-value

2(1− 0.9977) = 0.005

to be 0.5%. We reject H0 : p1 = p2.

6a. We apply a multiple regression setting

Y = β0 + β1x+ β2x
2 + ε,

where ε is a normally distributed N(0, σ) homoscedastic noise. Using the model utility test for

H0 : β2 = 0

we observe that the corresponding confidence interval

Iβ2
= (−0.0017,−0.0015)

does not cover 0 and we reject the null hypothesis at 5% significance level. We conclude that the
quadratic model does appear to be suitable. To check the assumption concerning the noise one
may draw a normal probability plot for the residuals.

6b. The adjusted coefficient of determination

R2
a = 1− s2

s2y
= 1− 0.2874/5

(5.3835)2 = 0.998

says that 99.8% of the variation in the respons variable is explained by the quadratic model

y = β0 + β1x+ β2x
2.

6c. Because

n∑
i=1

(yi − ŷi) =

n∑
i=1

(yi − ȳ) +

n∑
i=1

(ŷi − ȳ) = sy

n∑
i=1

ŷi−ȳ
sy

= syr

n∑
i=1

x̂i−x̄
sx

= 0.

6d. The scatter plot of the data clearly indicates non-linear relationship - seemingly quadratic.


