
Tentamentsskrivning: Statistisk slutledning 1

Tentamentsskrivning i Statistisk slutledning MVE155/MSG200, 7.5 hp.

Tid: tisdagen den 15 mars, 2016 kl 14.00-18.00
Examinator och jour: Serik Sagitov, tel. 772-5351, mob. 0736 907 613, rum H3026 i MV-huset.
Hjälpmedel: Chalmersgodkänd räknare, egen formelsamling (fyra A4 sidor)
CTH: för “3” fordras 12 poäng, för “4” - 18 poäng, för “5” - 24 poäng.
GU: för “G” fordras 12 poäng, för “VG” - 20 poäng.
Inclusive eventuella bonuspoäng.

———————————————————————
Partial answers and solutions are also welcome. Good luck!

1. (5 points) For each of nine horses, a veterinary anatomist measured the density of nerve cells
at specified sites in the intestine:

Animal Site I Site II
1 50.6 38.0
2 39.2 18.6
3 35.2 23.2
4 17.0 19.0
5 11.2 6.6
6 14.2 16.4
7 24.2 14.4
8 37.4 37.6
9 35.2 24.4

The null hypothesis of interest is that in the population of all horses there is no difference between
the two sites.

(a) Which of the two non-parametric tests is appropriate here: the rank-sum test or the signed-
rank test? Explain your choice.

(b) On the basis of the data, would you reject the null-hypothesis? Use one of the tests named
in the item (a).

(c) Explain the following extract from the course text book:

More precisely, with the signed rank test, H0 states that the distribution of the differ-
ences is symmetric about zero. This will be true if the members of pairs of experimental
units are assigned randomly to treatment and control conditions, and the treatment
has no effect at all.

2. (5 points) Suppose that grades of 10 students on a midterm and a final exams have a corre-
lation coefficient of 0.5 and both exams have an average score of 75 and a standard deviation of 10.

(a) Sketch a scatterplot illustrating performance on two exams for this group of 10 students.

(b) If Carl’s score on the midterm is 90, what would you predict his score on the final to be?
How uncertain is this prediction?

(c) If Maria scored 80 on the final, what would you guess that her score on the midterm was?

(d) Exactly what assumptions do you make to make your calculations in (b) and (c)?

3. (5 points) The gamma distribution Gamma(α, λ) is a conjugate prior for the Poisson data
distribution with a parameter θ. If x is a single observed value randomly sampled from the Poisson
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distribution, then the parameters (α′, λ′) for the posterior gamma distribution of θ are found by
the following updating rule:

- the shape parameter α′ = α+ x,
- the scale parameter λ′ = λ+ 1.

(a) Find θ̂PME, the posteriori mean estimate for the θ, under the exponential prior with pa-
rameter 1, given the following iid sample values from the Poisson(θ) population distribution

x1 = 2, x2 = 0, x3 = 2, x4 = 5.

(b) What is the updating rule for an arbitrary sample size n? Compare the value of θ̂PME with

the maximum likelihood estimator θ̂MLE as n→∞. Your conclusions?

4. (5 points) Extracorporeal membrane oxygenation (ECMO) is a potentially life-saving procedure
that is used to treat newborn babies who suffer from severe respiratory failure. An experiment
was conducted in which 29 babies were treated with ECMO and 10 babies were treated with
conventional medical therapy (CMT). In the ECMO group only 1 patient died, while in the CMT
group 4 patients died.

(a) Suggest a statistical model and compute the likelihood function for the data as a function
of two parameters: p - the probability to die under the ECMO treatment and q - the probability
to die under the CMT treatment.

(b) Write down a relevant pair of statistical hypotheses in the parametric form. Perform the
exact Fisher test.

5. (5 points) Suppose that we have an iid sample of size 100 from the normal distribution with
mean µ and standard deviation σ = 10. For H0 : µ = 0 and H1 : µ 6= 0 we use the absolute value
of the sample mean T = |X̄| as the test statistic. Denote by V the P-value of the test.

(a) Show that V = 2(1 − Φ(Tobs)), where Tobs is the observed value of the test statistic and
Φ(x) is the standard normal distribution function. Plot the null distribution curve for X̄ and
graphically illustrate this formula.

(b) In what sense the P-value V is a random variable? Using (a) show that

P (V ≤ 0.05) = P (X̄ < −1.96) + P (X̄ > 1.96).

(c) Suppose that the true value of the population mean is µ = 4. Using (b) show that
P (V ≤ 0.05) ≈ 0.975. Illustrate by drawing the density curve for the true distribution of X̄.

(d) Comment on the result (c) in the light of the statement: ”P values, the ’gold standard’ of
statistical validity, are not as reliable as many scientists assume”.

6. (5 points) A population with mean µ consists of three subpopulations with means µ1, µ2, µ3

and the same variance σ2. Three independent iid samples, each of size n = 13, from the three
subpopulation distributions gave the following sample means and standard deviations:

Sample 1 Sample 2 Sample 3
Mean 6.3 5.6 6.0
SD 2.14 2.47 3.27

(a) Compute a stratified sample mean, assuming that the three subpopulation sizes have the
ratios N1 : N2 : N3 = 0.3 : 0.2 : 0.5. Prove that this is an unbiased estimate for the population
mean µ.
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(b) Assume that all three subpopulation distributions are normal. Write down simultaneous
confidence intervals for the three differences µ1 − µ2, µ1 − µ3, and µ2 − µ3.

(c) Would you reject the null hypothesis of equality µ1 = µ2 = µ3 in this case?

Statistical tables

Figure 1: Critical values for the rank-sum test.
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Figure 2: Critical values for the signed-rank test.
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Figure 3: Standard normal distribution
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Figure 4: Critical values for the t-distribution
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NUMERICAL ANSWERS

1a. This is an example of a paired sample, therefore the signed-rank test is appropriate for testing
the null hypothesis of no difference.

1b. We use the signed-rank test. The observed test statistics are W+ = 39 and W− = 6.

Animal Site I Site II Difference Signed rank
1 50.6 38.0 12.6 8
2 39.2 18.6 20.6 9
3 35.2 23.2 12.0 7
4 17.0 19.0 -2.0 -2
5 11.2 6.6 4.6 4
6 14.2 16.4 -2.2 -3
7 24.2 14.4 9.8 5
8 37.4 37.6 -0.2 -1
9 35.2 24.4 10.8 6

According to Figure 2, the two-sided P-value is larger than 5% because the smaller test statistic
W− = 6 is larger than the critical value 5 for n = 9. Therefore, we do not reject the null hypothesis
of equality in favour of the two-sided alternative.

1c. The extract from the course text book reminds that the null hypothesis for the signed rank
test, beside equality of two population distributions, assumes a symmetric distribution for the
differences. It also explains why such an assumption is reasonable.

2b. The fitted regression line for the final score y as a function of the midterm score x is y =
37.5 + 0.5x. Given x = 90 we get a point prediction y = 82.5. The estimate of σ2 is

s2 =
n− 1

n− 2
s2
y(1− r2) = 84.4.

Thus the 95% prediction interval for Carl’s final score is

82.5± t8(0.025)s

√
1 +

1

9
+

1

8

(15

10

)2

= 82.5± 24.6.

2c. The fitted regression line for the midterm score x as a function of the final score y is x =
37.5 + 0.5y. Given y = 80 we get a point prediction x = 77.5.

3a. The exponential prior with parameter 1 is Gamma(1, 1). Applying the updating rule four times:

(1, 1)→ (3, 2)→ (3, 3)→ (5, 4)→ (10, 5),

we find the posterior distribution to be Gamma(10, 5). Therefore, θ̂PME = 10/5 = 2.

3b. The general updating rule for an arbitrary sample (x1, . . . , xn becomes
- the shape parameter α′ = α+ nx̄,
- the scale parameter λ′ = λ+ n.

We have θ̂PME = α+nx̄
λ+n . Comparing this to the maximum likelihood estimator θ̂MLE = x̄, we see

that

θ̂PME − θ̂MLE =
α+ nx̄

λ+ n
− x̄ =

α− λx̄
λ+ n

→ 0,

as n→∞. This means that the role of the prior is less important with large sample sizes.
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4a. We have two independent samples from two distributions: one with parameter p, and the other
with parameter q. Using Bin(29, p) and Bin(10, q) we compute the likelihood function as

L(p, q) =

(
29

1

)
p(1− p)28

(
10

4

)
q4(1− q)6.

4b. We test H0 : p = q against H1 : p 6= q using the exact Fisher test.

ECMO CMT Total
Died 1 4 5
Alive 28 6 34
Total 29 10 39

The count Y = 1 is our observed test statistics whose null distribution is Hg(39, 29, 5
39 ). The

one-sided P-value is

P (Y = 0) + P (Y = 1) =

(
5
0

)(
34
29

)(
39
29

) +

(
5
1

)(
34
28

)(
39
29

) =
34!29!10!

5!29!39!
+

5 · 34!29!10!

6!28!39!

=
10 · 9 · 8 · 7 · 6

39 · 38 · 37 · 36 · 35
+

10 · 9 · 8 · 7 · 5 · 29

39 · 38 · 37 · 36 · 35
=

10 · 9 · 8 · 7 · (6 + 5 · 29)

39 · 38 · 37 · 36 · 35
= 0.011.

The two-sided P-value becomes 2% and we can reject the null hypothesis.

5a. The null distribution of |X̄| is standard normal. The P-value of the test is the probability
under the null distribution that |X̄| > Tobs. Thus

V = PH0(|X̄| > Tobs) = 2(1− Φ(Tobs)).

5b. Different samples will give different observed values Tobs = |X̄obs|, in this sense the P-value
V = 2(1− Φ(Tobs)) is a random variable. We have

P (V ≤ 0.05) = P (1− Φ(|X̄obs|) ≤ 0.025) = P (Φ(|X̄|) ≥ 0.975) = P (|X̄| > 1.96).

5c. If the true value of the population mean is µ = 4, then X̄ has distribution N(4, 1). Using (b)
we find

P (V ≤ 0.05) ≈ P (X̄ > 2) = 1− Φ(2− 4) = Φ(2) ≈ 0.975.

5d. We see from 5c that even with such a big separation between the null-hypothesis and the true
parameter values, there is a probability of 2.5% that the P-value will exceed 5%. One has to be
aware of this variability while interpreting the P-value produced by your statistical analysis.

6a. Stratified sample mean X̄s = 0.3 · 6.3 + 0.2 · 5.6 + 0.5 · 6.0 = 6.01.

6b. We are in the one-way Anova setting with I = 3 and J = 13. The 95% Bonferroni simultaneous
confidence intervals for the three differences µ1 − µ2, µ1 − µ3, and µ2 − µ3 are computed as

X̄u − X̄v ± t36(0.05/6)sp
√

2/13,

with the pooled sample variance given by

s2
p =

12 · s2
1 + 12 · s2

2 + 12 · s2
3

36
=

2.142 + 2.472 + 3.272

3
= 2.672.

This yields
X̄u − X̄v ± 2.5 · 2.67 · 0.39 = X̄u − X̄v ± 2.62.

6c. We would not reject the null hypothesis of equality µ1 = µ2 = µ3, since for all three pairwise
differences the confidence intervals contain zero:

0.7± 2.62, 0.3± 2.62, 0.4± 2.62.


